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What is Deep Learning?

Artificial
Intelligence

● Intelligence demonstrated by machines.
○ The study of "intelligent agents": any device that perceives its 

environment and takes actions that maximize its chance of successfully 
achieving its goals.

○ Machines that mimic "cognitive" functions that humans associate with 
the human mind, such as "learning" and "problem solving".
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What is Deep Learning?

Artificial
Intelligence

Reasoning
Machine learning is the 
scientific study of algorithms 
and statistical models that 
computer systems use to 
perform a specific task without 
using explicit instructions, 
relying on patterns and 
inference instead.

Machine Learning algorithms 
build a mathematical model 
based on sample data, known 
as "training data", in order to 
make predictions or decisions 
without being explicitly 
programmed to perform the 
task
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What is Deep Learning?

Artificial
Intelligence

Reasoning

Deep learning allows 
computational models that are 
composed of multiple 
processing layers to learn 
representations of data with 
multiple levels of abstraction. 

Deep learning discovers 
intricate structure in large data 
sets by using the 
backpropagation algorithm to 
indicate how a machine should 
change its internal parameters 
that are used to compute the 
representation in each layer 
from the representation in the 
previous layer.

LeCun, Y., Bengio, Y. & Hinton, G. Deep learning. Nature 521, 436–444 (2015) 
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What is Robotic Vision?

This is where robotic vision differs from computer 
vision. For robotic vision, perception is only one 
part of a more complex, embodied, active, and 
goal-driven system. 

Robotic vision therefore has to take into account 
that its immediate outputs (object detection, 
segmentation, depth estimates, 3D reconstruction, 
a description of the scene, and so on), will 
ultimately result in actions in the real world.

In a simplified view, whereas computer vision takes 
images and translates them into information, robotic 
vision translates images into actions.

The Limits and Potentials of Deep Learning for Robotics. Sünderhauf, Brock, Scheirer, Hadsell, Fox, Leitner, 
Upcroft, Abbeel, Burgard, Milford, Corke. IJRR 2018.
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Supervised Learning

Training examples: (image, label)    X={ (           , ‘dog’),

                                   (           , ‘cat’), 

                                   (           , ‘car’), … }
Goal: Learn function f: Image → Label

                                 f(        ) = ‘cat’ (if all goes well)
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Shape: (32,32,3)

Shape: (1024,1,3) Shape: (3072,1)

Every Image 
can be 
rearranged 
into a vector.
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Linear Classifiers



















Interpret values of y as 
class-confidences.

The bigger y_i, the 
more confident we are 
that x is of class i.











We are actually projecting 
from 2D into 3D!



Softmax



Towards a Neural Network
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Loss Functions 
(How Good is the Model?)



Loss Function
How good or bad are the current parameters?



Loss Function
How good or bad are the current parameters?

Cross-Entropy Loss (Softmax Classifier)

● Interpret outputs y as probabilities for each class.
○ (unnormalised log-probabilities)
○ e.g. apply Softmax function to get probabilities

score assigned to true class



Loss Function Example 1
True class: “0”



Loss Function Example 2
True class: “1”
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Cross Entropy Loss Intuition

approximates a max function!

→ Minimum Loss when: highest score for correct class!



Cross Entropy Loss Intuition

→ Minimum Loss when: highest score for correct class!

→ minimize average loss for all training samples



Training
Finding Good Weights (and Biases)
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Objective: minimize average loss for all training samples.
But how? Some ideas:

● Random search 
○ randomly choose (W,b), and remember the best
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How do we find the best (W,b)?

Objective: minimize average loss for all training samples.
But how? Some ideas:

● Random search 
○ randomly choose (W,b), and remember the best

● Random local search 
○ randomly change (W,b) slowly by adding a small increment, 

check if that made it better
● Follow the gradient

○ systematically change (W,b) by computing derivatives

“Gradient Descent”



Gradient Descent

derivative of loss 
with respect to 
the weights

learning rate
step size 



Gradient Descent

derivative of loss 
with respect to 
the weights

learning rate
step size 

Fortunately, automatic differentiation is part of most DL libraries!
Same for various optimization methods!



Training a simple linear classifier

https://docs.google.com/file/d/1FQHio51gKilX6j2lSIztf7wFIE_kCQEG/preview


And Now: Actual Neural Networks
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Missing Ingredient

(nonlinear) activation function

● Linear models are often overly simple
● Enables meaningful “stacking” of layers → deep networks
● Historically: sigmoid function 

● Many other choices: 
○ tanh(x)
○ Rectified Linear Unit ReLU  = max(0,x)
○ ReLU is most commonly used

. . .



Missing Ingredient

(nonlinear) activation function

● Linear models are often overly simple
● Enables meaningful “stacking” of layers 

→ deep networks
● Historically: sigmoid function 

...
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3 x 244 x 244 Image

3 x 11 x 11 filter

1 (scalar) result

Convolution:
Slide filter over all locations, 
perform dot product.
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3 x 244 x 244 Image

3 x 11 x 11 filter

Convolution:
Slide filter over all locations, 
perform dot product.



Alexnet ResNeXt
1st Convolutional Layer



3 channels (RGB)
shape (3, 244, 244)

Alexnet Conv1: 64 filters, size (3, 11, 11)



Alexnet Conv1: 64 filters, size (3, 11, 11)
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ResNeXt
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3 channels (RGB)
shape (3, 244, 244)



Shape: (9216,1)

...

1000 classes 

...
Shape: (4096,1) Shape: (1000,1)



very high-dimensional pretty high-dimensional

still high-dimensional

super high-dimensional

Nonlinear projections from one space into another. 
Until classes are linearly separable.



Backpropagation
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http://cs231n.github.io/optimization-2/

http://cs231n.github.io/optimization-2/


conv1
parameters

conv2
parameters

fc1
parameters

loss



Time

Loss Training
Validation



Time

Loss Training
Validation

stop training here

overfitting



Applications
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Image ConvNet

Object Detection

● [x,y,width,height]
● confidence
● class label

Representation



Image ConvNet

Representation

Reinforcement Learning
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actions



Image ConvNet

Representation Your Task?

What is your task?
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Image ConvNet

Representation

Fine Tuning

Linear 
Classifier

Class Labels
Freeze early layer in ConvNet (use as fixed feature extractor).
Re-initialise last layer(s) and only train them.



Tips and Tricks
http://karpathy.github.io/2019/04/25/recipe/

http://cs231n.github.io/neural-networks-3/

http://karpathy.github.io/2019/04/25/recipe/
http://cs231n.github.io/neural-networks-3/
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